ASRBLOGGER.com

Grid Installation

PREREQUISITES ( From Root User on Both Nodes)

Disable Selinux

[root@asrblg-1 ~]# #disable selinux
[root@asrblg-1 ~]# getenforce

Enforcing

[root@asrblg-1~]# vi /etc/selinux/config
[root@asrblg-1 ~]# cat /etc/selinux/config

# This file controls the state of SELinux on the system.

# SELINUX= can take one of these three values:

# enforcing - SELinux security policy is enforced.

# permissive - SELinux prints warnings instead of enforcing.
# disabled - No SELinux policy is loaded.

SELINUX=disabled

# SELINUXTYPE= can take one of three values:

# targeted - Targeted processes are protected,

# minimum - Modification of targeted policy. Only selected processes are protected.
# mls - Multi Level Security protection.
SELINUXTYPE=targeted

Stop and Disable Firewall

[root@asrblg-1 ~]# systemctl stop firewalld
[root@asrblg-1 ~]# systemctl disable firewalld

Removed symlink /etc/systemd/system/multi-user.target.wants/firewalld.service.
Removed symlink /etc/systemd/system/dbus-org.fedoraproject.FirewallDl.service.

Install the following Packages:

dnf -y wget screen zip unzip vim xorg-x11-apps xorg-x11-xauth oracleasm-support.x86_64 kmod-
oracleasm.x86_64 oracle-database-preinstall-19c.x86_64
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Create Users and Groups and add users to Groups also change password for
users and groups

[root@asrblg-1~]# groupadd -g 54327 asmdba

[root@asrblg-1~]# groupadd -g 54328 asmoper

[root@asrblg-1~]# groupadd -g 54329 asmadmin

[root@asrblg-1~]# useradd -u 54331 -g oinstall -G
dba,backupdba,dgdba,kmdba,racdba,asmdba,asmadmin,asmoper grid

[root@asrblg-1~]# passwd oracle

Changing password for user oracle.

New password:

BAD PASSWORD: The password is shorter than 8 characters
Retype new password:

passwd: all authentication tokens updated successfully.
[root@asrblg-1 ~]# passwd grid

Changing password for user grid.

New password:

BAD PASSWORD: The password is shorter than 8 characters
Retype new password:

passwd: all authentication tokens updated successfully.

Create the Directories for Oracle Grid installation with relevant Owners and
Permissions

[root@asrblg-1 ~]# mkdir -p /u01/app/grid/product/19/grid
[root@asrblg-1~]# chown -R grid:oinstall /u01/app/grid/
[root@asrblg-1~]# chmod -R 775 /u01/app/grid/

[root@dbla ~]# usermod -a -G asmdba oracle
[root@dbla ~]#

Unzip the grid binary to grid_home (From Grid User)
[grid@asrblg-1~]$ unzip -q -0 LINUX.X64_193000_grid_home.zip -d /u01/app/grid/product/19/grid/

Create Passwordless SSH between both the nodes from Grid User and
Oracle User

Nodel

[grid@asrblg-1~]$ ssh-keygen

Generating public/private rsa key pair.

Enter file in which to save the key (/home/grid/.ssh/id_rsa):
Created directory '/home/grid/.ssh'.

Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/grid/.ssh/id_rsa.
Your public key has been saved in /home/grid/.ssh/id_rsa.pub.
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The key fingerprint is:
SHA256:M+R5roAANTRegnYVhh8urzSUNBMfRsjd9g9hAZ4wTRs grid@asrblg-1.whale.net
The key's randomart image is:
+---[RSA 2048]----+
| ++B@=E... |
|.0.0%0=++0 |
l.oo.*.0=0. |
lo.+00.0 |
.0S.0o |

I

I

I .
I
.
+----[SHA256]----- +

[grid@asrblg-1-~]$ ssh-copy-id grid@asrblg-2.whale.net

Jusr/bin/ssh-copy-id: INFO: Source of key(s) to be installed: "/home/grid/.ssh/id_rsa.pub"

The authenticity of host 'asrblg-2.whale.net (192.168.12.12)' can't be established.

ECDSA key fingerprint is SHA256:TXEux/I3/KP1ScwXp9m/62Ac2a+FsFMwW415zKz8t7w.

ECDSA key fingerprint is MD5:05:fb:f9:c4:65:5¢:6d:8c:6d:dc:ac:0b:81:5e:ae:0e.

Are you sure you want to continue connecting (yes/no)? yes

Jusr/bin/ssh-copy-id: INFO: attempting to log in with the new key(s), to filter out any that are already
installed

Jusr/bin/ssh-copy-id: INFO: 1 key(s) remain to be installed -- if you are prompted now it is to install
the new keys

grid@asrblg-2.whale.net's password:

Number of key(s) added: 1

Now try logging into the machine, with: "ssh 'grid@asrblg-2.whale.net"
and check to make sure that only the key(s) you wanted were added.

[grid@asrblg-1~]$ ssh grid
ssh: Could not resolve hostname grid: Name or service not known

[grid@asrblg-1-~]$ ssh grid@asrblg-2.whale.net
Last login: Tue Apr 413:36:312023 from 172.24.4.33

[grid@asrblg-2 ~]$ exit

Node2

[grid@asrblg-2 ~]$ ssh-keygen

Generating public/private rsa key pair.

Enter file in which to save the key (/home/grid/.ssh/id_rsa):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/grid/.ssh/id_rsa.
Your public key has been saved in /home/grid/.ssh/id_rsa.pub.
The key fingerprint is:
SHA256:qQTzTqVDO0Iwoal3PubmwNUQKThiXmtLxyxhQNJ79tfc grid@asrblg-2.whale.net
The key's randomart image is:

+---[RSA 2048]----+

| o*== |

[..o=*=0. I

[..=0X.* 0. |

[o*B.B.. |

l..+05S.. |
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I
I
[ .. I
I
+--—-[SHA256]-----+

[grid@asrblg-2 ~]$ ssh-copy-id grid@asrblg-1.whale.net

Jusr/bin/ssh-copy-id: INFO: Source of key(s) to be installed: "/home/grid/.ssh/id_rsa.pub"

The authenticity of host 'asrblg-1.whale.net (192.168.12.11)' can't be established.

ECDSA key fingerprint is SHA256:cx11Cfzl00jc030Zpjkp8BnplLEumContF2al1fOXVxo.

ECDSA key fingerprint is MD5:d2:9c:5f:a7:dc:1f:2f.0f.7b:48:¢1:8d:80:42:5d:0d.

Are you sure you want to continue connecting (yes/no)? yes

Jusr/bin/ssh-copy-id: INFO: attempting to log in with the new key(s), to filter out any that are already
installed

Jusr/bin/ssh-copy-id: INFO: 1 key(s) remain to be installed -- if you are prompted now it is to install
the new keys

grid@asrblg-1.whale.net's password:

Number of key(s) added: 1

Now try logging into the machine, with: "ssh 'grid@asrblg-1.whale.net™
and check to make sure that only the key(s) you wanted were added.

[grid@asrblg-2 ~]$ ssh grid@asrblg-1.whale.net
Last login: Tue Apr 413:00:15 2023 from 172.24.4.33
[grid@asrblg-1~]$ exit

logout

Connection to asrblg-1.whale.net closed.
[grid@asrblg-2 ~]1$

Nodel(Oracle User)

[oracle@asrblg-1~]$ ssh-keygen

Generating public/private rsa key pair.

Enter file in which to save the key (/home/oracle/.ssh/id_rsa):
Created directory '/home/oracle/.ssh'.

Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/oracle/.ssh/id_rsa.
Your public key has been saved in /home/oracle/.ssh/id_rsa.pub.
The key fingerprint is:
SHA256:RyZFDuT26DteWallcKrirR7rLFwJIlg3DBW9TrrIL58 oracle@asrblg-1.whale.net
The key's randomart image is:

+---[RSA 2048]----+

| .o .00 |

lo.. .+ |

[+*+E .o. |

4|Page



ASRBLOGGER.com

[oracle@asrblg-1~]$ ssh-copy-id oracle@192.168.12.12

/bin/ssh-copy-id: INFO: Source of key(s) to be installed: "/home/oracle/.ssh/id_rsa.pub”

The authenticity of host '192.168.12.12 (192.168.12.12)' can't be established.

ECDSA key fingerprint is SHA256:TXEux/I13/KP1ScwXp9m/62Ac2a+FsFMwW415zKz8t7w.

ECDSA key fingerprint is MD5:05:fb:f9:c4:65:5c:6d:8c:6d:dc:ac:0b:81:5e:ae:0e.

Are you sure you want to continue connecting (yes/no)? yes

/bin/ssh-copy-id: INFO: attempting to log in with the new key(s), to filter out any that are already
installed

/bin/ssh-copy-id: INFO: 1 key(s) remain to be installed -- if you are prompted now it is to install the
new keys

oracle@192.168.12.12's password:

Number of key(s) added: 1

Now try logging into the machine, with: "ssh 'oracle@192.168.12.12"
and check to make sure that only the key(s) you wanted were added.

[oracle@asrblg-1-~]$ ssh oracle@192.168.12.12

Node 2 (OracleUser)

[oracle@asrblg-2 ~]$ ssh-keygen

Generating public/private rsa key pair.

Enter file in which to save the key (/home/oracle/.ssh/id_rsa):
Enter passphrase (empty for no passphrase):

Enter same passphrase again:

Your identification has been saved in /home/oracle/.ssh/id_rsa.
Your public key has been saved in /home/oracle/.ssh/id_rsa.pub.
The key fingerprint is:
SHA256:tMCkFDdea9CveHqNyypcjDvBtjbVDpN4kYBug37LGBQ oracle@asrblg-2.whale.net
The key's randomart image is:

+---[RSA 2048]----+

| .0.=. |

| E.* +.. [

[o..+.+ [

L.+ o+. |

lo.o+=S. |

[o*X+ |

| =0oB*o |

[.00.+. |

| .+.00. |

+----[SHA256]----- +

[oracle@asrblg-2 ~]$ ssh-copy-id oracle@192.168.12.11

Jusr/bin/ssh-copy-id: INFO: Source of key(s) to be installed: "/home/oracle/.ssh/id_rsa.pub"

The authenticity of host '192.168.12.11 (192.168.12.11)' can't be established.

ECDSA key fingerprint is SHA256:cx11Cfzl00jc030Zpjkp8BnpILEumContF9alfOXVxo.

ECDSA key fingerprint is MD5:d2:9¢:5f:a7:dc:1f:2f:0f:7b:48:c1:8d:80:42:5d:0d.

Are you sure you want to continue connecting (yes/no)? yes

Jusr/bin/ssh-copy-id: INFO: attempting to log in with the new key(s), to filter out any that are already
installed

Jusr/bin/ssh-copy-id: INFO: 1 key(s) remain to be installed -- if you are prompted now it is to install
the new keys

oracle@192.168.12.11's password:

Number of key(s) added: 1
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Now try logging into the machine, with: "ssh 'oracle@192.168.12.11"™
and check to make sure that only the key(s) you wanted were added.

Create Entry for /etc/hosts on both nodes

##t### Public #####

192.168.12.11 asrblg-1 asrblg-l.whale.net
192.168.12.12 asrblg-2 asrblg-2.whale.net

#H#### Private #####

192.168.14.24 asrblg-1-priv asrblg-1-priv.whale.net
172.24.14.25 asrblg-2-priv asrblg-2-priv.whale.net

#u##H VIP ###H##

192.168.12.30 asrblg-1-vip asrblg-1-vip.whale.net
192.168.12.31 asrblg-2-vip asrblg-2-vip.whale.net

#ut### SCAN #####

192.168.12.26 mdm-prod-scan mdm-prod-scan.whale.net
192.168.12.27 mdm-prod-scan mdm-prod-scan.whale.net
192.168.12.28 mdm-prod-scan mdm-prod-scan.whale.net

Create Partitions Out of RAW Disks

Get list of all the raw disks and crosscheck it in both the nodes and see if it's shared.

Model Mode2
MNAME [SIFE TYPE NAME SIFE TYPE
sdb 500G disk sdb 500G disk
sdc 500G disk sdc 500G disk
sdd 20G disk sdd 20G disk
sde 20G disk sde 20G disk
sdf 20G disk sdf 20G disk
sdg 500G disk sdg 500G disk
sdh 500G disk sdh 500G disk
sdi 500G disk sdi 500G disk
sdj 500G disk sdj 500G disk
sdk 500G disk sdk 500G disk
sdl 500G disk sdl 500G disk
sdm |500G disk sdm 500G disk
sdn 500G disk sdn 500G disk
sdo 500G disk sdo 500G disk
sdp 500G disk sdp 500G disk
sdg 500G disk sdq 500G disk
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Create partitions of all the RAW Disks:

[root@asrblg-1 ~]# fdisk /dev/sdd
Welcome to fdisk (util-linux 2.23.2).

Changes will remain in memory only, until you decide to write them.
Be careful before using the write command.

Device does not contain a recognized partition table
Building a new DOS disklabel with disk identifier 0x04998915.

Command (m for help):
Command (m for help): n
Partition type:
p primary (0 primary, 0 extended, 4 free)
e extended
Select (default p): p
Partition number (1-4, default 1):
First sector (2048-41943039, default 2048):
Using default value 2048
Last sector, +sectors or +size{K,M,G} (2048-41943039, default 41943039):
Using default value 41943039
Partition 1 of type Linux and of size 20 GiB is set

Command (m for help): w
The partition table has been altered!

Calling ioctl() to re-read partition table.
Syncing disks.

Node?

[root@asrblg-2 ~]# oracleasm scandisks
Reloading disk partitions: done

Cleaning any stale ASM disks...

Scanning system for ASM disks...

[root@asrblg-2 ~]# cd /tmp/

[root@asrblg-2 tmp]# rpm -ivh cvuqdisk-1.0.10-1.rpm
Preparing... S A S S A A A A [100%)
Using default group oinstall to install package
Updating / installing...
1:cvuqdisk-1.0.10-1 HH A A S A S A A A [100%]
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Install Grid

Start gridsetup

Ju01/app/grid/product/19/grid

[grid@asrblg-1grid]$ ./gridSetup.sh

= O X

1 C ORACLE’

Grid Infrastructure

= Oradle Grid Infrastructure 19¢ Installer - Step 1 of 9@|

Select Configuration Option

Configuration Option | Select an option to configure the software. The wizard will register the home in the central
T | inventory and then perform the selected configuration

w. Cluster Confiquration

(») Configure Oracle Grid Infrastructure for a New Cluster

Configure Oracle Grid Infrastructure for a Standalone Server (Oracle Restart)

Upgrade Oracle Gnd Infrastructure

& () Set Up Software Qnly

Help . Next > Cancel
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== O X

1 C ORACLE’

Grid Infrastructure

Oradle Grid Infrastructure 19¢ Instalier - Step 2 of 9@p|

Select Cluster Configuration

Conficiiration Ootion Choose the required cluster configuration
. nfiguratio stion

« Cluster Configuration +) Configure an Oracle Standalone Cluster

Configure an Oracle Domain Services Cluster
C-’mﬂ\‘urc an Oracle Member Cluster for Oracle Databases

Configure an Oracle Member Cluster for Applications
Oracle Extended clusters are special purpose clusters that constitute nodes which span across
multiple sites. Specify a minimum of 3 site names and a madamum of 5 (e g . siteA, siteB, siteC)

Configure as an Oracle Extended cluster

< Back Next > Cancel
T oL

Help

Oracle Grid Infrastructure 19¢ Installer - Step 3 of 17@| het

Grid Plug and Play Information

1 90 ORACLE’

Grid Infrastructure

Single Client Access Name (SCAN) allows clients to use one name in connection strings to connect
to the cluster as a whole. Client connect requests to the SCAN name can be handled by any

o Cluster Configuration cluster node

Aotion

Configuration

Grid Plug and Play + Create Local SCAN
Cluster Node information Cluster Name: [ h-cluster

SCAN Name d-scanl I

SCAN Port 1521

Use Shared SCAN

Configure GNS

b

< Back Next » Cance!
P ——

Help
I
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Oradle Grid Infrastructure 19¢ Installer - Step 4 of 17@{ Jet - 0 X
Cluster Node Information 1 c C.I RACLE
Grid Infrastructure

Confiquration Option Prowide the list of nodes to be managed by Oracle Gnd Infrastructure with their Public Hostname
and Virtual Hostname

Cluster Configuratior

| Public Hostname Virtual Hostname
Grid Plug and Play [ ‘

« Cluster Node Information [

i —3 —3

« Network Interface Usage

| SSH gonnectivity Use Cluster Configuration File qid Edit . | Remove }
\3

< l I

Help < Back | Next > Cancel

Add another node entries
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Cluster Node Information 1 C ORACLE

Grid Infrastructure

Provide the list of nodes to be managed by Oracle Gnd Infrastructure with their Public Hostname
and Virtual Hostname

Configuration Option

. Clyster Configuration
|
b f

Public Hostname Virtual Hostname
Grid Plug and Play l

« Cluster Node Information

v Network Interface Usage

Add Cluster Node Information@p| pt X

*) Add a gingle node

Specify the name for the public host name. If you want to configure virtual
host name manually, then you will be prompted for the virtual IP address

Public Hostname

ke
Yirtual Hostname
Add a range of nodes
i {3 Specify the node range expression for the required nodes. You can use the

following patterns to bulld the expression: Constant strings such as
"myhostname”, single character ranges such as *[8-2]" and multi-character
sequences such as “[abjcd| |*
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Add Cluster Node Information@y it X

+) Add a gingle node

Specify the name for the public host name. If you want to configure virtual
host name manually, then you will be prompted for the virtual IP address

Public Hostname:. b2 T net

Yirtual Hostname T b-2vip [ |d.ned]

Add a range of nodes
Specify the node range expression for the required nodes. You can use the
following patterns to bulld the expression nstant strings such as

*myhostname®, single character ranges such as "[a2]" and multi-character
sequences such as "{abjcd|..)*

ek _J [ concol ]
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|4 Oracle Grid Infrastructure 19¢ Installer - Step 4 of 17@¢

= o X
Cluster Node Information 1 c ORACLE
Grid Infrastructure
Confiquration Option Provide the list of nodes to be managed by Oracle Grid Infrastructure with their Public Hostname
’T\ and Virtual Hostname.
Clyster Configuration , -
i \ Public Hostname | Virtual Hostname
. Giid Plug and Ploy ) db-1 net 1-+vip. net
w' Cluster Node Information
; Network interface Usage
— | Use Cluster Configuration Fle... | | Add... || Edit | Remnove |
g QS Username: |grid | OS Password:

|1 Reuse private and public keys existing in the user home
1

s

« s | I
| heio |

< Back | Next > Cancel '
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|k, Oracle Grid Infrastructure 19¢ Instatier - Step 4 of 1 @ N

|4 Oracle Grid Infrastructure 19¢ Installer@f 0 ]

L] Passwordless SSH connectivity between the selected nodes already
l) established.
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+ Oracle Grid Infrastructure 19¢ Installer - Step 5 of 17@4 | - D X

Specify Network Interface Usage R 1 Cc ORACLE
Grid Infrastructure

Configuration Option Private interfaces are used by Oracle Grid Infrastructure for internode traffic

Cluster Configuration

— 3

Grid Plua and Pl Interface Name Subnet Use for
etho 2.0

"Pubhz e
Y Cluster Node Information | |ASM & Private -

la—luBl RWallli _  S——

w MNetwork Interface Usage

w. Storage Option

< ; I [»]
H < Back J‘ !ix'z; ' Cancel J
| & J ?

Change the ethl to asm and private
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|4 Oracle Grid Infrastructure 19¢ Installer - Step 6 of 17@{ - (] >3
Storage Option Information 1 C ORACLE
Grid Infrastructure
nfiauration " You can place Oracle Cluster Registry (OCR) files and voting disk files on Oracle ASM storage, or
’r“ on & file systemn.
Cluster Confiquration .

'T w ¥ (+) Use Oracle Fiex ASM for storage [‘\3

T - o Choose this option to configure OCR and voting disks on ASM storage. ASM Instance will be

T Cluster Node Information configured on reduced number of cluster nodes,

Y Network Interface Usage (") Use Shared File System

,% Storage Option Ch this option to configure OCR and voting disk files on an existing shared file system.

w. Create Grid infrastructyre Mg

) | »

Ll__ﬂ-"l_J <Back | Net» | - | cancel |
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e e ——oY
|+ Oracle Grid Infrastructure 19¢ Installer - Step 7 of 17d - 0 o
Create Grid Infrastructure Management Reposit... 1 c C’_RACLE

Grid Infrastructure
nfiouration n The Grid Infrastructure Management Repository is an essential component for complete operation
’T‘ of the Autonomous Health Framework, that offers enhanced real time {Sagnostics and
. Cluster Configuration performance management, and Rapid Homes Provisioning for patching 'The components that
/T depend on the repository in whole or in part are Cluster Health Advisor, Cluster Health Monitor,
T rid Plug and Pl QoS Management. Rapid Homes Provisioning and Cluster Actwvity Log. It is best practice to install
this option and failure to do so could compromise timely resolution of issues as well as available
T Cluster Node information functionality for patching
Network interface Usage
T Configure Grid Infrastructure Management Repository
Storage Option
as | Yes
T Create Grid Infrastructure
v rid Infr. ri OL

« iz | > ‘

| Help <Back | Nedt> | ! Cancel |

—
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|4 Oracle Grid Infrastructure 19¢ Installer - Step 8 of 1_ - o x

C ORACLE’

Grid Infrastructure

1

1

Create ASM Disk Group

A — — —— 3

i

L

OCR and Voting disk data will be stored in the following ASM Disk group. Select disks and
characteristice of this Disk group.

Disk group name |DATA |

Redundancy () Flex () High () Normal (5) External

-~

Allocation Unit Sze 4 w| MB

Select Disks | Show Candidate/Provisioned Disks ¥/

<

) Disk Path Size (in MB) Status l
| [v| #devioracleasmidisks/DATAOL 511999 Provisioned | &
| [v! sdevsoracleasmidisks/DATAO2 511995 Provisioned
|v| sdevioracleasm/disks/DATAOS 511999 Provisioned 3
|v| #devforacleasmidisks/DATADY 511998 Provisioned
[v! sdevioracleasm/disks/DATADS 511999 Provisioned
-

|v tdevforacleasmidisks/DATADS 511998 Provisioned |

Disk Discovery Path:‘fdev/oracleasm/disks/*'

| Change Discovery Path... |

o / [ | Configure Oracle ASM Filter Driver

Select this option to configure ASM Filter Driver(AFD) to simplify configuration and management of
disk devices by Oracle ASM.

' < Back - Next > | cancel ‘

Change Redundancy to external, change discovery path and then select DATA Disks
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-

|+ Oracle Grid Infrastructure 19¢ Installer - Step 9 of 16@& = o X
ORACLE’

Specify ASM Password 1 c 5
Grid Infrastructure

nfiour n The new Oracle Automatic Storage Management (Oracle ASM) instance requires its own SYS user
with SYSASM privileges for administration. Oracle recommends that you create a less privileged
Cluster Configuration ASMSNMP user with SYSDBA privileges to monitor the ASM e

)
D
E
)

Specify the password for these user accounts

) Use different passwords for these accounts

'

+) Use game passwords for these accounts

Specify Passwordd -.-..-II Confirm Password \

Messages:

recommended standards.

| 4 Specify Password [INS-30011] The password entered does not conform to the Oracle ’

J, ﬁ_“p__.j < Back Next > t __Cancel ]

- N
|4 Oracle Grid Infrastructure 19¢ Installer - Step 10 of 186} |

== 0 X

Failure Isolation Support 1 C ORACLE
Grid Infrastructure

onfi Choose one of the following Failure Isolation Support options

? () Use Intelligent Platform Management Interface (IPMI)

i

..
3=
=
b

(3 Do not use Intelligent Platform Management Interface (IPM1)

|

A Y~}

« Failure Isolation

|
b4 Management Options

« (25 | »

| Help <Back | MNexdt> | ‘ ~ Cancel
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P

| %+ Oracle Grid Infrastructure 19¢ Installer - Step 11 of 18@

Specify Management Options

1

C ORACLE’

Grid Infrastructure

0 X

€I F———e—F)

Configuration Option

E

Create ASM Disk Group
ASM Passyeord
Failure Isolation

Management Options

|

[«]

Help |

| Register with Enterprise Manager (EM) Cloud Control

< Back J

_9,',@_1’

You can configure to have this instance of Oracle Grid Infrastructure and Oracle Automatic
Storage Management to be managed by Enterprise Manager Cloud Control. Specify the details of
wxhe Cloud Control configuration to perform the registration

Cancel |

Tl + Oracle Grid Infrastructure 19¢ Installer - Step 12 of 18d |

Privileged Operating System Groups

1

8]

C ORACLE
Grid Infrastructure

X

=

o — ——— 5 — ———}

Configuration Option

Create ASM Disk Gro
ASM Password
Eailure Isolation

|

Operating System Groups

| Il n n

Select the name of the operating system group, that you want to use for operating system

authentication to Oracle Automatic Storage Management

Oracle ASM Administrator (OSASM) Group

Oracle ASM DBA (OSDBA for ASM) Group

asmadmin ¥

|asmdba

/|

Oracle ASM Operator (OSOPER for ASM) Group (Optional) |asmoper ||

<Back § Nee> J

Cancel |
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The workaround for below error is to create a different directory gi_base

Specify Installation Location

1 C ORACLSE

> SSH s Grid Infrastr

* Direct SSH
* SSH compression :

+ SSH-browser 3

« X11-forwarding : (remote display is forwarded througt

Specify the Oracle base. The Oracle base directory for the Oracle Grid Infrastructure install.
is the location where diagnostic and administrative logs, and other logs associated with OrJ
ASM and Oracle Clusterware are stored. This location would also contain files pertaining to
configuration of Oracle Clusterware

> For more , ctri+click on p or visit our )\

Qracle base  /u0l/appiorid/ | | Brow
Apr 4 23:56:03 202 X
[grid@ -2 ~]$ mkdir /u@1/a i N This software directory is the Oracle Grid Infrastructure home directory.

[gridey

[qridey Software location: /u01/app/grid/product/19/grid

Oracle Grid Infrastructure 19¢ Installer@

0 [INS40109) The specified Oracle Base location is not empty on this
server

(INS-32026] The Software location specified should not be under
Oracle base location stion Location

ot execution

Details

<Back || Next >

Oracle Grid Infrastructure 19¢ Installer - Step 14 of 19@¢g O X

C ORACLE

Create Invento
y Grid Infrastructure

You are starting your first installation on this host Specify a directory for installation metadata
files (for example. install log files) This directory is called the “inventory directory® The installer
automatically sets up subdirectories for each product to contain inventory data. The subdirectory
for each product typically requires 150 kilobytes of disk space

inventory Rirectory: u01/app/grid/oralnventory Browse
v Storage Option Members of the following operating system group (the primary group) will have write permission
to the inventory directory (orainventory)
v Sreate God Infrastructure Md

. N orainventory Group Name: oinstall
y Sreate ADM Digh Qroup

« ASM Password

y ingtaliglion Location
« Create Inventory

w. Boot ecript execution

Help < Back ﬂe-i\: Cancel
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|# Oracle Grid Infrastructure 19¢ Installer - Step 15 of 19@— - (0] X

Root script execution configuration 1 C ORACLE’
Grid Infrastructure

Configuration Option During the software configuration, certain operations have to be performed as "root” user. You

/r‘ can choose to have the installer perform these operations automatically by specifying inputs for
Clyster Confiquration one of the options below. The input specified will also be used by the Installer to perform

T additional prerequisite checks.
Grid Plug and Play

T ode Kfarnat P Automatically run configuration scripts

T Network Interface Usage :

1 s

r Create Grid Infrastructure Mé o R
Create ASM Disk Group

; ASM Password

T

Y Management Qptiong

e

[T L
Create lnventory

7

T Root script execution
Prerequisite Checks

T

Y

[

« R | o

Help < Back l Next = | : Cancel | 4
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4 Oracie Grid Infrastructure 19¢ Installer - Step 160f19@ | - o X

Perform Prerequisite Checks 1 ¢ .! : ]
Grid Infrastructure

Some of the minimum requirements for installation are not completed Review and fix the lssues
listed In the following table, and recheck the system.

*] (@A node < @lignore &
] Checks Status | Fixable
i Checks
OS Kernel Version Ignored No
Port Availability for component "Oracle Remote Method Invocation (OFignored No
RPM Package Manager database Ignored No
=% [Network Time Protocol (NTP))
Network Time Protocol (NTP) Ignored No
Daemon 'ntpd’ Ignored No
Daemon ‘chronyd’ Ignored No

I

« Prerequisite Checks

I
Y Summary
| ' This Is a prerequisite condition to test whether sufficient total swap space is available on the
- ' system. (more details)
_| | Check Failed on Nodes: ()
. i l I

o] [<mea CEses] | o [conci ]
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Iy R
& Oracle Grid Infrastructure 19¢ Installer - Step 16 of ’““ﬁ X

Perform Prerequisite Checks 1 C ORACLE
Grid Infrastructure

| Verffication mUR‘]

E

/T\

Cluster Configuration Some of the minimum requirements for installation are not completed. Review and fix the issues
I listed In the following table. and recheck the system
s

*| | @ aw « [¥]Ignore A
Clyster Node Information
! Network Interface Usage ) PE— Checks | Status | Fixable
T Checks
T ; |4 Oradle Grid Infrastructure 19¢ lnm@E X hored No
T nored Ne
Create ASM Digk Gt
T [INS-13016] You have chosen to ignore some of the prerequisites nored No
1:~ ASM Password for this installation This may impact product configuration,
Eailure isolation g™ M
T J Are you sure you want to continue ? nored No
T nored No
I , e ] [to ] [“oetale
} 5
A S

w Prerequisite Checks

I
Y Summary
| This is & prerequisite condition to test whether sufficient total swap space is available on the
system
| Check Falled on Nodes (1
‘ |

& Oracle Gnd Infrastructure 19¢ Installer - Step 17 of 19@‘ — (=] X

C ORACLE
Summary
g 1 Grid Infrastructure

= Oracle Grid Infrastructure 19¢ Installer &
= Global Settings
Config Option: Configure Oracle Grid Infrastructure for a New Cluster [Edit]
Oracle base for Oracle Grid Infrastructure: /u0l/app/grid/gi_base [Edit]
Grid home: /u0l/app/grid/product/19/grid
Privileged Operating System Groups: asmdba (OSDBA), asmoper (OSOPER), asmadm)
Root script execution configuration: Manual configuration [Edit)
= Inventory information
Inventory location: /u0l/app/grid/orainventory [Edit)
Central inventory (oralnventory) group: oinstall [Edit] ,
= Management information
Management method: None [Edit]
= Grid Infrastructure Settings
Cluster Configuration: Standalone Cluster [Edit)
Cluster Name: pdd-mdm-cluster [Edit)
Hub nodes: pdd-mdmdb-1,pdd-mdmdb-2 [Edit]
SCAN Type: Local SCAN
Single Client Access Name (SCAN):Q(M\I (Edit)
SCAN Port: 1521 [Edit]
Public Interface(s). ethO [Edit)
ASM & Private Interface(s) ethl [Edit)
= Storage Information

" - "

‘ 255 | I» Iﬁmﬁllponnﬂlcj

|_<Back | ,"i{oEi || cancel |

Wil

i

B e e e e R )

1

£
'l
;
<
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r
| |4 Oracle Grid Infrastructure 19¢ Installer - Step 18 of 19@ | T

| 1

\ e
Install Product

Progress

a X

C ORACLE’

Grid Infrastructure

5%

=

Saving inventory

| Status

« Configure Local Node
« « Prepare
« o Link binaries
s o Setup
Copy Files to Remote Nodes
Configure Remote Nodes
« Prepare
« Setup
Setup Oracle Base
Execute Root Scripts
Configure Oracle Grid infrastructure for a Cluster

[ Retails |

« Install Product

C ORACLE’

! Grid Infrastructure
‘ ] D

Help |

- \
In Progress

Succeeded
Succeeded
In Progress
Pending
Pending
Pending
Pending
Pending
Pending
Pending

| cancel |
L—'i

Install Product

:

+ Execute Configuration Scripts@

1

C ORACLE’

Grid Infrastructure

X

The following configuration scripts need to be executed as the “root” user on each listed cluster

' node. Each script in the list below Is followed by a list of nodes on which it has to be executed

| | Scripts Nodes
Ju01/app/grid/foralnventoryforainstRoot sh 1 b-1, tdb-? -
| b-1, db-2 Succeeded
Succeeded
! Succeeded
n L\\c Succeeded
- Succeeded
To execute the configuration scripts: Succeeded
! 1. Open a terminal window Succeeded
2. Login as “root* Succeeded
q 3. Run the scripts Succeeded
4. Return to this window and click "OK" to continue In Progress
Pending ’

Run the script on the local node first After successful completion, you can start the script in

parallel on all other nodes
A

vy

) Help

w Install Product

C ORACLE

Grid Infrastructure

‘< |

telo |

_Q_I{J Qon;cl E

Cancel J‘
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[root@asrblg-1~]# /u01/app/grid/oralnventory/orainstRoot.sh

Changing permissions of /u01/app/grid/oralnventory.
Adding read,write permissions for group.
Removing read,write,execute permissions for world.

Changing groupname of /u01/app/grid/oralnventory to oinstall.
The execution of the script is complete.

[root@asrblg-1~]# /u01/app/grid/product/19/grid/root.sh
Performing root user operation.

The following environment variables are set as:
ORACLE_OWNER= grid
ORACLE_HOME= /u01/app/grid/product/19/grid

Enter the full pathname of the local bin directory: [/usr/local/bin]:
Copying dbhome to /usr/local/bin ...
Copying oraenv to /usr/local/bin ...
Copying coraenv to /usr/local/bin ...

Creating /etc/oratab file...
Entries will be added to the /etc/oratab file as needed by
Database Configuration Assistant when a database is created
Finished running generic part of root script.
Now product-specific root actions will be performed.
Relinking oracle with rac_on option
Using configuration parameter file: /u01/app/grid/product/19/grid/crs/install/crsconfig_params
The log of current session can be found at:
Ju01/app/grid/gi_base/crsdata/asrblg-1/crsconfig/rootcrs_asrblg-1_2023-04-05_00-23-13AM.log
2023/04/05 00:23:20 CLSRSC-594: Executing installation step 1 of 19: 'SetupTFA'.
2023/04/05 00:23:20 CLSRSC-594: Executing installation step 2 of 19: 'ValidateEnv'.
2023/04/05 00:23:20 CLSRSC-363: User ignored prerequisites during installation
2023/04/05 00:23:20 CLSRSC-594: Executing installation step 3 of 19: 'CheckFirstNode'.
2023/04/05 00:23:22 CLSRSC-594: Executing installation step 4 of 19: 'GenSiteGUIDs'.
2023/04/05 00:23:23 CLSRSC-594: Executing installation step 5 of 19: 'Setup0SD'.
2023/04/05 00:23:23 CLSRSC-594: Executing installation step 6 of 19: 'CheckCRSConfig'.
2023/04/05 00:23:23 CLSRSC-594: Executing installation step 7 of 19: 'SetupLocalGPNP".
2023/04/05 00:23:42 CLSRSC-594: Executing installation step 8 of 19: 'CreateRootCert'.
2023/04/05 00:23:47 CLSRSC-4002: Successfully installed Oracle Trace File Analyzer (TFA)
Collector.
2023/04/05 00:23:47 CLSRSC-594: Executing installation step 9 of 19: 'ConfigOLR".
2023/04/05 00:23:58 CLSRSC-594: Executing installation step 10 of 19: 'ConfigCHMOS".
2023/04/05 00:23:58 CLSRSC-594: Executing installation step 11 of 19: 'CreateOHASD".
2023/04/05 00:24:01 CLSRSC-594: Executing installation step 12 of 19: 'ConfigOHASD'.
2023/04/05 00:24:02 CLSRSC-330: Adding Clusterware entries to file 'oracle-ohasd.service'
2023/04/05 00:24:20 CLSRSC-594: Executing installation step 13 of 19: 'InstallAFD".
2023/04/05 00:24:24 CLSRSC-594: Executing installation step 14 of 19: 'InstallACFS".
2023/04/05 00:24:28 CLSRSC-594: Executing installation step 15 of 19: 'InstallKA'".
2023/04/05 00:24:31 CLSRSC-594: Executing installation step 16 of 19: 'InitConfig".

ASM has been created and started successfully.
[DBT-30001] Disk groups created successfully. Check
/u01/app/grid/gi_base/cfgtoollogs/asmca/asmca-230405AM122501.log for details.
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2023/04/05 00:25:58 CLSRSC-482: Running command: '/u01/app/grid/product/19/grid/bin/ocrconfig -
upgrade grid oinstall'

CRS-4256: Updating the profile

Successful addition of voting disk 90fb29b74f4b4f34bf636d7aa5247360.

Successfully replaced voting disk group with +DATA.

CRS-4256: Updating the profile

CRS-4266: Voting file(s) successfully replaced

## STATE File Universal Id File Name Disk group

1. ONLINE 90fb29b74f4b4f34bf636d7aa5247360 (/dev/oracleasm/disks/DATAQ1) [DATA]

Located 1 voting disk(s).

2023/04/05 00:27:09 CLSRSC-594: Executing installation step 17 of 19: 'StartCluster".

2023/04/05 00:28:11 CLSRSC-343: Successfully started Oracle Clusterware stack

2023/04/05 00:28:11 CLSRSC-594: Executing installation step 18 of 19: 'ConfigNode'.

2023/04/05 00:29:22 CLSRSC-594: Executing installation step 19 of 19: 'PostConfig'.

2023/04/05 00:29:43 CLSRSC-325: Configure Oracle Grid Infrastructure for a Cluster ... succeeded

Oracle Gnd Infrastructure 19¢c Installer - Step 18 of 19@4 ‘ - 0 X
Install Product 1 c O.RACL‘G'
Grid Infrastructure

Pr

| 100%

Setup completed with overall status as Falled

tatus
WL UTIguT Y Lol e Touw WULLLYLVULVY
« o Prepare Succeeded
= e Succeeded
| L ‘ Succeeded
Succeeded
Succeeded
Succeeded
]\g Succeeded |
Succeeded
i oK Details Succeeded

) - Failed
|@  « Update Inventory Succeeded
o « Oracle Net Configuration Assistant Succeeded
o « Automatic Storage Management Configuration Assistant Succeeded
X < Oracle Cluster Verification Utility Failled | =

0 [INS-20802] Oracle Cluster Verification Utility failed.

Qel}:ls Betryr ﬁknpA

« Install Product

v Hoisn C ORACLE’

Grid Infrastructure

Help | Next > | Close
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Oracle Gnd Infrastructure 19¢ Installer - Step 18 of 19@ - =] X
Install Product 1 c C)_RACLE
Grid Infrastructure
Progrees
| 100%

Setup completed with overall status as Succeeded

tatus

W UOTIOTTTLOTUN OO S S o

« « Prepare Succeeded
« « Link binaries Succeeded
v o Setup Succeeded
« Copy Files to Remote Nodes Succeeded
 Configure Remote Nodes Succeeded
o < Prepare Succeeded
v « Setup Succeeded
" Setup Oracle Base Succeeded
« Execute Root Scripts Succeeded
" Configure Oracle Grid Infrastructure for a Cluster Succeeded
" < Update inventory Succeeded
" « Oracle Net Configuration Assistant Succeeded
v « Automatic Storage Management Configuration Assistant Succeeded
" « Oracle Cluster Verification Utility Ignored L
Retails |

« Install Product

 Onish C ORACLE'
1 Grid Infrastructure
44 ] »)

Help Next > | Close

Oracle Gnd Infrastructure 19¢ Installer - Step 19 of 19@* o 0 X
Finish 1 c G,l RACLE
Grid Infrastructure

The configuration of Oracle Grid Infrastructure for a Cluster was successful, but some
configuration assistants failed, were cancelled or skipped

w Finish

Help Close
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Configure Diskgroups:

Go to $GRID_HOME/bin

A ASM Connguraton /\sssatdul&'J _ U x

Disk Groups

1 C ORACLE

Grid Infrastructure

.. ASM

@ # ASM Instances Disk Group Name Size (GB) Free (GB) Usable (GB) Redundancy State
= [ Disk Groups DATA 3499.97 3499.57 3499.57 EXTERN MOUNTED(2 of 2)
DJDATA
I@ Settings
x Loaqu@‘ ‘ x

e: Use right click to see more options

cr i(lt Mount All | | Dismount All | Refresh |

L Help
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x ASM Configuration Assistant: Create Disk Group@l = =] X
Create Disk Group c ORACLE
Grid Infrastructure
=4
P Disk Group Name: UNDO
=@ Redundancy: High ) Normal (+) External (None) ( ) Flex
3 Allocation Unit Size (MB): 4 w
() Show Eligible Show All
" Disk Path Header St.., Disk Name  Size (.., Quorum Site
™ /dev/oracieasm/disks/OCR1 PROVISIONED 20479 r
" /dev/oracleasm/disks/OCR2 | PROVISIONED 20479 L]
™ rdev/oracleasm/disks/OCR3 PROVISIONED 20479 r
I | /dev/oracleasm/disks/RECO01  PROVISIONED 511999 L
™ rdevjoracleasm/disks/TEMPO1 | PROVISIONED 511999 r
V| idev/oracieasm/disks/UNDOO1 | PROVISIONED 511999 r
Disk Discovery Path: /devioracleasm/disks/ Ch_ar;q_c_Dl;rDlEov—wy E:Qh_J
(sh
| Help | Ext

ASM Configuration Assistant: Disk Groups@| = X
X 8]
Disk Groups c O‘l RACLE
Grid Infrastructure
2 asm
@ @ ASM Instances Disk Group Name | Size (GB) |Free (GB) Usable (GB)  Redundancy State
= i) Disk Groups DATA 3499.97 |3480.57 |3499.57 EXTERN MOUNTED(2 of 2)
@ DATA FRA 900,99 |999.85 1999.85 EXTERN MOUNTED(2 of 2)
@ FRA UNDO 500.00 4990.87 499,87 EXTERN MOUNTED(2 of 2)
% unDO
K& settings
Note: Use right click to see more options.
LSreste.p J{sount a4 | Dromount AL | Befresh
L Help | Est )




ASRBLOGGER.com

x ASM Configuration Assistant: Disk Groups@J = =] X
Disk Groups 1 c QRACLE
Grid Infrastructure
.. ASM
# i3 ASM Instances Disk Group Name Size (GB) Free (GB) Usable (GB) Redundancy State ‘
= |3 Disk Groups DATA 3499.97 3489.57 3499.57 EXTERN MOUNTED(2 of 2)
. DATA RECO 500.00 499,87 499,87 EXTERN MOUNTED(2 of 2)
3 RECO |FRA 999,99 900.85 909,85 EXTERN MOUNTED(2 of 2)
5 FRA UNDO 500.00 499.87 499.87 EXTERN MOUNTED(2 of 2)
5 UNDO TEMP 500.00 499,87 499,87 EXTERN MOUNTED(2 of 2)
~ TEMP OCRVOTE 59.99 59.84 59.84 EXTERN MOUNTED(2 of 2)
j, OCRVOTE
'@ Settings
%
Note: Use right click to see more options
Create... | Mount All || Dismount All | | Refresh |
Help Exit

_

Change OCR Vote from +DATA to +OCRVOTE

[root@asrblg-1~]# . oraenv

ORACLE_SID = [root] ? +ASM1

The Oracle base has been set to /u01/app/grid/gi_base

[root@asrblg-1 ~]# $ORACLE_HOME/bin/ocrconfig -add +OCRVOTE
[root@asrblg-1 ~]# $ORACLE_HOME/bin/ocrconfig -delete +DATA
[root@asrblg-1 ~]# $ORACLE_HOME/bin/crsctl replace votedisk +OCRVOTE
Successful addition of voting disk 9e0c102ca44f4f93bfcf82b805a8de50.
Successful deletion of voting disk 90fb29b74f4b4f34bf636d7aa5247360.

Successfully replaced voting disk group with +OCRVOTE.
CRS-4266: Voting file(s) successfully replaced
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